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Fixed-length record format

Bl 2 B3 B4
— L1— L2 L3 L4
Base address (B) Address = B+L1+L2

e Typically, all records in same file have same schema
* Information about schema stored in System Catalog

e Jo access ith field, use arithmetic



Variable-length record
format

e Two alternative formats

F1 F2 F3 F4

Delimiter g g g g
approach . —! .

Fields Delimited by Special Symbols

F1 F2 F3 F4
Offsets
approach \W//—/
Array of Field Offsets

 Comparison?
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Poll: free space

Suppose page is as drawn on board. The space marked
‘unused” is 30 bytes and the space marked “free” is 12 bytes.
What is the largest variable-length record you can add....

(1) without compacting and (2) with compacting”?

A. 12 w/o compacting; 30 w/ compacting
Instructions: / will

B. 12 w/o compacting; 42 w/ compacting give you 1-2 minutes
to think on your own.
C. 30 w/o compacting; 30 w/ compacting Vote 1.

Then you will discuss
w/ neighbor (1 min).
Vote 2.

Then we’'ll discuss as
A class.

D. 30 w/o compacting; 42 w/ compacting

E. None of above



Heap File Implemented as
|_Ist

N N N Y

Data Data Data Full Pages
Page Page Page
Header J N N
Data Data Data _ .
| Page Page Page Pages with
Free Space

 Page id of header page stored in System Catalog

 Page format: requires space for 2 “pointers” (page ids)

5



Heap File Using Page
Directory

Data

Header Page 1
Page

Data
Page 2

Data
DIRECTORY Page N

e Page id of first directory page stored in System Catalog

e Directory page format: directory entries <page id, # free bytes>,
plus “pointer” (page id) for next directory page
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Correct answer: D.

PO

: heap E&

N 7N N Y

Data
Page

Data Data

Full Pages
Page Page
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A A

N\
Data

» Page

N N TN

Data Data

Page Page Pages with

Free Space

Suppose you have variable-length records and you implement Heap
File using the linked list approach. Assume buffer pool is empty and
the Heap File has N pages. To insert a tuple, how many pages must
be read from disk”? Consider the best- and worst-case possibilities:

A. Best: 1 page; Worst: 2 pages
B. Best: 1 page; Worst: N pages

. Best: 2 pages; Worst: N/2 pages

O O

. Best: 2 pages; Worst: N pages

Al

Best: N/2 pages; Worst: N pages

v

Instructions: / will
give you 1-2 minutes
to think on your own.
Vote 1.

Then you will discuss
w/ neighbor (1 min).
Vote 2.

Then we’'ll discuss as
class.



Heap rile: List vs. Directory

* Linked list approach

e Simple to implement

o Efficient for fixed-length records: header + first free page
e Directory

 More complex to implement (linked list of header pages)

o Better support for variable-length records: directory can
report available space on each free page.

 Must keep directory data up to date
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Alternative format: store data by
‘column” rather than by “row”

Columnar storage especially
good for data analytics

C-Store: A Column-oriented DBMS
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in which periodically a bulk load of new data is
l Abstract performed, followed by a relatively long period of ad-hoc
Vv :RTIMI This paper presents the design of a read-optimized quer?es. cher read-mostly applications include customer
relational DBMS that contrasts sharply with most relationship management (CRM) systems, electronic
current svstems. which are write-optimized. library card catalogs, and other ad-hoc inquiry systems. In
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ABSTRACT General Terms

There has been a significant amount of excitement and recent work Experimentation, Performance, Measurement
reen u m on column-oriented database systems (“column-stores”). These
database systems have been sho.\)\{n to perforr_n more than an or- Keywords
der of magnitude better than traditional row-oriented database sys-
tems (“row-stores”) on analytical workloads such as those found in C-Store, column-store, column-oriented DBMS, invisible join, com-
data warehouses, decision support, and business intelligence appli- pression, tuple reconstruction, tuple materialization.
cations. The elevator pitch behind this performance difference is
straightforward: column-stores are more 1/O efficient for read-only 1. INTRODUCTION
queries since they only have to read from disk (or from memory)
9 those attributes accessed by a query.
This simplistic view leads to the assumption that one can ob-
tain the performance benefits of a column-store usine a row-store:

Recent years have seen the introduction of a number of column-
oriented database systems, including MonetDB [9, 10] and C-Store [22].
The authors of these systems claim that their approach offers order-
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COI‘I‘eCt answer: A. disk page
S
free frame -
u C C
‘ ‘ O K MAIN MEMORY
u "
DISK choice of frame dictated
g by replacement policy

PO

Which of the following is true about the clock replacement
approach? In answers below, “recently used” means
used at some point after the last page eviction.

A. Recently used pages have ref bit set to 1

B. It never chooses most recently used page

Instructions: / will give you 1-2 minutes to
C.AandB think on your own.
Vote 1.
D. None of above Then you will discuss w/ neighbor (1 min).
Vote 2.

10 Then we’ll discuss as class.



Architecture of DBMS

SQL Commands
v
Plan executor Parser Query
evalugtion
Operator eval Optimizer engine
v
Transaction Files and Access methods
Manager )
g Recovery
Lock Buffer manager “>| Manager
Manager )
Concurrency .
DBMS Control Disk space manager

Index files Catalog

Data files




