
An SLA Perspective on the Router Buffer Sizing Problem

Joel Sommers
Colgate University

jsommers@colgate.edu

Paul Barford
University of Wisconsin-Madison

pb@cs.wisc.edu

Albert Greenberg
Microsoft Research

albert@microsoft.com

Walter Willinger
AT&T Labs-Research

walter@research.att.com

ABSTRACT
In this paper, we discuss recent work on buffer sizing in the context
of an ISP’s need to offer and guarantee competitive Service Level
Agreements (SLAs) to its customers. Since SLAs specify the per-
formance that an ISP guarantees to its customers, they provide crit-
ical context for many configuration and provisioning decisions and
have specific relevance to buffer sizing. We use a controlled labora-
tory environment to explore the tradeoffs between buffer size and a
set of performance metrics over a range of traffic mixtures for three
different router designs. Our empirical study reveals performance
profiles that are surprisingly robust to differences in router archi-
tecture and traffic mix and suggests a design space within which
buffer sizing decisions can be made in practice. We then present
a preliminary approach for making buffer sizing decisions within
this framework that relates directly to performance and provision-
ing requirements in SLAs.

1. INTRODUCTION
Modern routers are complex systems with many features and ca-

pabilities intended to improve performance of basic packet switch-
ing tasks. At the core of any router architecture is a series of buffers
that absorb bursts of packets when the aggregate demand on ingress
links exceeds the capacity of an egress link. While the implementa-
tion of buffers on router line cards varies significantly from system
to system, the objective in their design and configuration is to en-
able the system, and by extension the network, to meet specified
performance targets.

The problem of determining how to configure and size buffers
in routers has received significant attention from the research com-
munity. A recent example is the work by Appenzeller et al. in [6]
that argues that a buffer size B equal to the product of the capac-
ity C of the link and round trip time T divided by the square root
of the number N of long-lived TCP flows results in full utiliza-
tion of the link and challenges the conventional wisdom that router
buffers should be sized to be (at least) the bandwidth-delay product
(BDP) of a link (e.g., [19, 30]). The practical significance of the
B = CT/

√
N formula is that it suggests that buffers can be config-

ured significantly smaller than commonly thought, to the point of
eliminating the need for up to 99% of output buffers for line speeds
of 10 Gb/s and above.

However, routers are part of the physical infrastructures of ISPs,
and are managed and configured for the purpose of guaranteeing
their customers a certain level of service. These performance ob-
jectives are spelled out in detail in contracts called Service Level
Agreements (SLAs) that provide critical context for many config-
uration and provisioning decisions. We argue in this paper that

buffer sizing and configuration decisions should explicitly account
for the tussle space defined by ISP economics, router hardware de-
sign, and network performance measures [9]. For any ISP, SLAs
involve trading off risk and expense. On one end of the spectrum,
risk-averse ISPs tend to build expensive infrastructures to satisfy a
wide range of SLA-related performance objectives with high prob-
ability despite genuine uncertainties in user behavior, traffic mix
and network conditions. At the other end of the spectrum are more
risk-tolerant ISPs that build less expensive network infrastructures
to meet similar SLA objectives. Such providers are more likely to
incur additional expenses in the form of credits to customers whose
SLAs cannot consistently be met. A similar tradeoff applies to cus-
tomers who have a choice of buying more or less expensive (i.e.,
stringent) SLAs depending on their willingness to tolerate sub-par
performance in the presence of a range of network-related uncer-
tainties.

The main objective of this paper is to provide initial insights into
this tussle space defined by ISP economics, router hardware de-
sign, and network performance measures. To this end, we proceed
in two steps. We first revisit the original router buffer sizing prob-
lem considered in [6], examining thoroughly the assumptions and
premises underlying this work. We report on a detailed empiri-
cal evaluation of the tradeoffs that result from considering different
performance metrics, different traffic scenarios, different router ar-
chitectures and different queuing mechanisms. We consider perfor-
mance measures that include delay, loss, goodput, throughput and
jitter computed for the aggregate traffic and on a per-flow basis;
our traffic scenarios range from homogeneous (i.e., long-lived TCP
flows) to highly heterogeneous (i.e., mixture of self-similar TCP
traffic and multimedia-type UDP traffic), with a spectrum of real-
istic aggregate demands. In contrast to most buffer sizing studies
to date (a noticeable exception is the empirical evaluation in [6]),
instead of relying on idealized router models and abstract queuing
simulations, we use three different popular commodity router se-
tups (two Cisco and one Juniper) and configure them for different
sizes of both drop tail and RED queues. A systematic exploration
of the resulting parameter space enables us to broadly assess and
compare prior methods for sizing buffers.

We find that while throughput is relatively insensitive to differ-
ences in router architecture, buffer size, and traffic mix, other per-
formance metrics such as loss and delay by and large tend to be
much more sensitive. In particular, our findings shed light on the
performance risks of the B = CT/

√
N method and the performance

gains that result from other methods that advocate somewhat larger
buffers. We also observe that RED queues can provide improve-
ments in both aggregate and per flow performance profiles in re-
stricted buffer configurations.



Next, we present initial results from a laboratory-based case study
that shows how ISP economics in the form of SLAs impact router
buffer sizing decisions. In particular, by experimenting with a set of
“toy” SLAs that resemble real-world SLAs, we fix a set of canon-
ical performance requirements and illustrate how an SLA-centric
perspective exposes new factors that contribute to a more informed
decision making process for router buffer sizing, especially at the
edge of the network. These results suggest that since networks are
managed to provide a level of service specified by these guarantees
(i.e., this is what network providers and customers care about the
most), SLAs should play an important role in configuring router
buffers. They also motivate studying new problem areas such as
measuring SLA (non-)compliance, engineering for robust SLA com-
pliance, or quantifying the risk of SLA non-compliance. For ex-
ample, we find that for the same SLA, the service provider’s risk
of SLA non-compliance is typically greater with fine-grained SLA
compliance measurement/reporting than with coarse-grained ones.
Moreover, we observe that this risk can be quantified in terms of the
degree of sensitivity of SLA compliance to uncertainties in traffic
mix and volume. At the same time, an analytic treatment of these
problems poses formidable technical challenges and is beyond the
scope of this paper.

2. BACKGROUND AND RELATED WORK

2.1 Router buffer sizing
Villamizar and Song are commonly credited for establishing the

popular BDP formula for router buffer sizing [30]. (Earlier refer-
ences suggesting the use of BDP for sizing Internet router buffers
are by Jacobson [19].) These authors found that a buffer size of CT
guarantees full utilization of the outgoing link. Morris expanded
this work in a simulation study by examining the behavior of a
large number of long lived TCP flows competing for a buffer sized
at CT [25]. Several additional studies have considered the effects
of router buffer size through queuing analysis and in simulation
(see, e.g., [7, 17, 26]). The consideration of Web-like traffic work-
loads instead of only long-lived TCP flows has been of particular
relevance in many of the more recent simulation-based studies.

The recent Stanford study by Appenzeller et al. [6] has generated
renewed interest in the problem of sizing router buffers. The poten-
tial implications of their B = CT/

√
N result have motivated other

researchers to scrutinize the work in [6]. In particular, Dhamdhere
and Dovrolis [10, 11] highlight the fact that the traffic model and
performance objective used in making buffer sizing decisions are
critical. Of the two, the former is perhaps the most difficult to ad-
dress due to the well known variability and complexity of packet
traffic in the Internet [22]. Determining the value N specified as the
number of “long lived TCP flows” (i.e., flows that exit slow start)
for a given link is challenging (e.g., see [31], and so is estimating
the value T for any non-trivial topology. Dhamdhere and Dovro-
lis also demonstrate effectively the impact that open-loop versus
closed-loop TCP transfers for a given buffer size can have on per-
formance. For related earlier work that demonstrated the impor-
tance of considering workload models that account for both the
feedback regulation inherent in TCP and the heterogeneity of ac-
tual traffic see Joo et al. [20]. A series of recent papers have been
concerned with additional details of sizing buffers, controlling syn-
chronization in routers with small buffers, and fairness [13, 27, 32,
33]. The primary focus of these papers is on core routers with a
high degree of statistical multiplexing, and arguments are made for
the feasibility of tiny buffers (i.e., tens of packets) under certain
conditions. The problems of understanding the behavior of differ-
ent traffic mixes and active queue management (AQM) schemes are

identified as open issues.
The question of the “right” performance metric for buffer sizing

decisions has also attracted renewed attention. Appenzeller et al.
focus in [6] on link utilization, which has been shown in [10, 31] to
be oblivious to significant loss rates that would likely be unaccept-
able to network operators. Dukkipati and McKeown [12] argue that
flow completion time (FCT) is the most important metric. FCT is
problematic, however, because as an end-to-end performance met-
ric it is beyond the purview of any single network within which
specific buffer sizing decisions are made. Gorinsky et al. suggest a
formulation that considers end-to-end goodput at the right perfor-
mance target (directly related to FCT), and show that small buffers
can still result in high goodput [18]. The related problem of un-
derstanding performance in the context of AQM, specifically Ran-
dom Early Detection (RED) [16], has been widely examined [14].
Many of these studies have focused on RED tuning and perfor-
mance evaluation, e.g., [8, 21] which consider the context of Web
performance in particular. The RED study by May et al. bears
some similarity to ours in its use of a commercial router and differ-
ent traffic mixes [24]. It considers performance with four different
buffer sizes and shows that throughput is relatively insensitive to
the choice of RED parameters. Interestingly, the results also show
that throughput is relatively insensitive to buffer size, but that ob-
servation is not highlighted.

A distinguishing feature of our work is that we advocate a broad
experimental approach. We argue that a “one size fits all” model for
traffic or performance metric is unlikely to expose the impact of re-
alistic traffic behavior or relevant performance measures on buffer
sizing decisions. Therefore, the issues of traffic models and perfor-
mance metrics must be broadly considered, and the empirical study
described in this paper addresses them by taking a comprehensive
and flexible experimental approach.

2.2 Service Level Agreements
SLAs reflect the immense importance of IP networking to to-

day’s business enterprises and governmental institutions. A ten
minute disruption of network service can cause millions of dol-
lars of loss, or can jeopardize the functionality of essential infras-
tructure. SLAs spell out the technical and business relationship
between network providers and customers, with positive financial
consequences if the SLA is met (fees collected for services deliv-
ered) and negative ones if it is not met (e.g., penalties and damage
to the business relationship). SLAs for IP networks today may span
the globe and multiple autonomous systems under the control of a
single network provider or a set of cooperating providers.

At a technical level, SLAs provide assurances on a plethora of
conditions regarding connectivity, time to handle outages or close
trouble tickets, and increasingly on network performance, e.g., packet
delay, loss and jitter. In this paper, we concentrate on TCP-based
applications where loss and delay play a major role, but jitter is
typically of lesser concern.

SLAs are of particular importance for Virtual Private Networks
(VPNs). VPNs can be implemented using a variety of networking
technologies, but all essentially provide a clear separation of the
Provider Edge (PE) and Customer Edge (CE) routers or interfaces.
The customer’s CEs attach to the provider’s PEs, and the provider’s
core routers offer transport between PEs. VPN services (which may
be point to point or any to any among the customers CEs) thus allow
customers to out-source their private network to a shared provider
infrastructure. The provider manages the PE routers, core routers
connecting the PEs, and (depending on the business relationship)
the CE routers. The provider can support SLAs within the perime-
ter it controls, e.g., from CE to CE. SLAs covering performance



(e.g., loss and delay) in these networks are of increasing impor-
tance to customers who want assurances of little variation from
agreed-upon performance targets. For example, large enterprise
networks often have a hub and spoke topology (with a small num-
ber of hubs and a large number of spokes), where SLAs assure good
performance from hubs to associated spokes, as well as between
the hubs. However, performance cannot be assured during inter-
vals when resources are oversubscribed. Thus, SLAs may allow
for discarding all measurements collected when utilization exceeds
a given threshold. The question is, what role does buffer sizing play
in these environments?

Performance across today’s large IP network cores is largely de-
termined by two factors: (i) transmission characteristics, i.e., fiber
layouts and transmission rates, and (ii) PE and CE router con-
figuration and resource management. To design and manage for
SLAs, the details of core router behavior play a relatively small
role, given the capacity and redundancy built into modern network
cores. Transmission characteristics are readily accounted for through
understanding lower layer routing and restoration capabilities. The
key to engineering to meet SLA targets then quickly reduces to un-
derstanding the per-hop performance characteristics of the routers
on the edges, the CEs and the PEs, and this is where our experi-
mental study meets SLA engineering.

To meet realistic customer expectations and to engineer their net-
works effectively and efficiently, providers recognize that SLAs in-
volve trading off risk and expense, and they seek to design for ro-
bust compliance to an SLA, i.e., configurations that support an SLA
in the presence of genuine uncertainties—packet sizes, application
mix, or traffic volatility, which even if understood in advance, may
change rapidly. Providers also seek simple and universal rules for
determining router buffer allocations, packet scheduling and shap-
ing algorithms, class of service and drop priority (RED) profiles,
and so forth. By universal, we mean that to the largest extent pos-
sible, the rules are identical for all routers in the same role (e.g.,
CE or PE), irrespective of the details of their geographic placement
in the network. Of course, geographic details do matter in setting
SLA targets (e.g., the delay target between Shanghai and Miami),
but providers seek CE configuration rules that would be identical
for those two cities.

We are not aware of any detailed treatment of SLAs in the re-
search literature, though general aspects have been discussed in
e.g., [23, 28]. This is largely due to the fact that SLAs are con-
sidered proprietary by ISPs. There is some general information
available online from ISPs like Sprint [4], AT&T [1], and NTT [3].

3. TEST SETUP AND
TRAFFIC SCENARIOS

Our laboratory testbed, shown in Figure 1, was organized as a
dumbbell topology. At its core was a bottleneck OC3 (155 Mb/s
nominal) or Gigabit Ethernet (GE) link connected between either
two Cisco GSR routers, or between a Juniper M320 and a Cisco
GSR (routers A and B in the figure). Both OC3 and GE bottle-
necks were used with the two-GSR configuration, and only the
OC3 bottleneck was used with the M320-GSR configuration. Some
detailed differences between these architectures are discussed be-
low. In general, the primary flow of traffic was in the direction of
router A to router B (left to right in the figure). Synchronized En-
dace DAG cards were connected via optical splitters to the links
on either side of router A (either Cisco GSR or Juniper M320) for
the purpose of comprehensive packet-level measurement. DAG 4.3
cards were used for GE and a DAG 3.8 card was used for OC31.
1The DAG software version used was 2.5.5.
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Figure 1: Laboratory testbed. Multiple Gigabit Ethernet (GE) links
connected Cisco 6500 routers to two routers separated by a bottle-
neck link of either OC3 or GE. Router A was either a Cisco GSR
or a Juniper M320.

At each end of the topology were 14 hosts (28 hosts total) run-
ning Harpoon [29] to generate a variety of traffic scenarios. Traf-
fic from these workstations was aggregated via two Cisco 6500
routers. These hosts ran either Linux 2.6 or FreeBSD 5.4 and were
equipped with either one or two Intel Pentium 4 processors, at least
1 GB RAM, and an Intel Pro/1000 network interface cards. Each
host had another network interface for management traffic, which
flowed over a separate physical network (not shown in Figure 1).
The TCP stacks on each host were configured with 64 KB receive
windows and were configured to be SACK-capable.

Linux hosts running NetPath [5] were interposed in the testbed to
perform propagation delay emulation. Two round-trip time distri-
butions were used. The first distribution (“intra-continental”) was
uniformly distributed between 20 and 80 msec with a mean of 50
msec. The second distribution (“inter-continental”) was uniformly
distributed between 140 and 260 msec with a mean of 200 msec.
We monitored these systems during experiments and periodically
reconfigured our DAG cards to run calibration tests on the NetPath
systems to ensure that load was well-distributed and that they were
able to handle maximum offered loads.

3.1 Router Architectures
The three router configurations used in our tests and summarized

in Table 1 each have significantly different capabilities with respect
to the specific line/interface card attached to the bottleneck link,
the amount of memory available for packet buffers, and how par-
ticular features are implemented (e.g., in software or specialized
ASICs). Even between the two Cisco GSR line cards, there are
many significant differences [2]. While there are certainly other
architectural differences, notably between the Cisco GSR and Ju-
niper M320 chassis2, our focus here is on the packet forwarding
path specifically as it relates to a single (potentially) congested
egress interface. Finally, there are implementation differences in
how each line card above handles the division of local buffer space
among multiple physical interfaces. Since our focus is on a single
congested egress interface, we leave the problem of understanding
the impact of multiple, simultaneously congested interfaces on a
single line card for future work.

3.2 Traffic Scenarios
We used four traffic mix scenarios in our tests and a range of

offered loads for each mix. The first setup consisted solely of long-
lived TCP flows. Offered load was varied by changing the number
of flows, with the minimum number of flows set to be large enough
to saturate the bottleneck link. For the second traffic setup, we
used Harpoon [29] with a heavy-tailed file size distribution to cre-
2The M320 imposes a hard limit on maximum buffer size. For
core-class routers like the M320 and T640, a relatively low upper
limit is set on the maximum buffer size. For edge routers like the
M20, there are higher limits.



Table 1: Summary of router architectures used in experiments.
Feature Implementation Buffer Limit

(e.g., RED)
Cisco GSR/OC3 Software, general purpose 65535 packets (Available

processor (MIPS R5000) memory 128 MB)
Cisco GSR/GE ASICs 262143 packets (Available

memory 512 MB)
Juniper M320/OC3 ASICs 50 millisec. hard limit

ate self-similar traffic approximating a mix of web-like and peer-to-
peer traffic commonly seen in today’s networks. We used average
offered loads of 60%, 90%, 100%, and 110% of the bottleneck ca-
pacity. We configured 90% of the flows to have maximum segment
sizes of 1448 bytes, and 10% of the flows to use 512 bytes. File
transfers were initiated using a fixed population of on/off threads
over the duration of an experiment which results in a closed loop
system. For the third scenario, we used self-similar TCP traffic as
in the previous setup at an offered load of 50%, and created UDP
constant-bit rate (CBR) flows of 64 Kb/s to produce overall offered
loads of 60%, 90%, 100%, and 110% of the bottleneck capacity.
In addition, we experimented with a fixed ratio between web-like
traffic and UDP CBR traffic of 90%/10%, respectively, and tuned
overall offered loads to be 60%, 90%, 100%, and 110% of the bot-
tleneck capacity. In the final scenario, we again used self-similar
TCP traffic at an offered load of 50%, and created UDP CBR flows
of 1 Mb/s to produce overall offered loads of 60%, 90%, 100%, and
110% of the bottleneck capacity.

For these traffic mixes, we used two configurations of traffic di-
rection. In the first, all data traffic flowed in the direction of router
A to router B (left to right) in Figure 1. In this setup, the reverse
(right to left) direction consists entirely of TCP ACK traffic. In the
second configuration, data traffic flowed in both directions in equal
proportions, on average, according to the desired offered load.

3.3 Buffer Configurations
The key additional dimension in our tests was to use a broad set

of queue configurations. For each of the traffic mixes and offered
loads, traffic directions, and round-trip time distributions, we ran
experiments using both drop-tail and RED queues, over a range of
sizes. We set the output queues on the bottleneck interfaces on both
routers A and B identically for each experiment. No other buffer or
queue in our testbed was modified from its default setting.

Table 2 shows drop-tail queue lengths in numbers of packets
used for three bottleneck and mean round-trip time configurations.
Our settings follow a quasi-logarithmic distribution, which we cre-
ated by starting with the BDP and dividing by successive factors
of four and multiplying by one factor of four, with a size of 1 ex-
plicitly selected as a special case. Output buffer sizes on Juniper
routers are configured in terms of µsec. To arrive at a buffer size
in µsec, we multiplied the number of packets by the time taken to
transmit a 1500 byte packet at OC3 or GE speed.

Table 2: Quasi-logarithmic drop-tail queue settings (in number of
packets, assuming 1500 byte packets). Bandwidth-delay product
appears in boldface.

Bottleneck Mean RTT Queue Sizes

OC3 50 msec 1 39 156 624 2496
OC3 200 msec 1 156 624 2496 9984
GE 50 msec 1 65 261 1044 4167 16668

Table 3 shows the RED configurations used in our 50 msec RTT
experiments. These configurations were drawn from Cisco’s de-

fault recommendations. We used the Cisco recommended setting
(appropriately translated) for the OC3 Juniper tests. The small,
medium and large settings indicate the three different RED queue
thresholds used in these experiments. While there is a large liter-
ature on RED tuning, experiments with additional configurations
were beyond the scope of our study.

Table 3: RED configuration settings for 50 milllisecond round-trip
time tests (in number of packets assuming 1500 byte packets).

small medium large
minth maxth minth maxth minth maxth

OC3 50 150 225 675 400 1200
GE 333 1000 1500 4500 2667 8000

3.4 Testing and Analysis Protocol
For each experiment, we calculated aggregate and per-flow through-

put, goodput, loss, delay, and delay variation. We processed the
DAG traces taken on either side of router A to extract delay and
drop information, then threw away the first and last 30 seconds of
the traces before calculating aggregate and per-flow statistics.

Tests using long-lived TCP sources were run for 3 minutes and
all other tests were run for 10 minutes. Between each experiment,
the DAG traces were moved to a separate host for offline analysis.
In total, we ran approximately 1200 experiments, producing about
1 terabyte of compressed packet header data.

4. BUFFER SIZING:
SENSITIVITY PROPERTIES

Performance measures that are robust or insensitive to a wide
range of networking-related uncertainties are appealing for service
providers and customers alike. For service providers, they offer the
hope of coping with many of the unknowns associated with traf-
fic demands and operating the network in an economically sound
manner. From the customer perspective, the existence of robust
performance measures avoids the need to specify a detailed traffic
profile or application mix and still obtain acceptable service from
the network.

In the following, we discuss the robustness of performance met-
rics from the customer perspective, while Section 5 looks at the
same issue from a provider’s point of view. The design space within
which we explore sensitivity issues related to the buffer sizing prob-
lem accounts for the different traffic scenarios and different router
architectures and buffer configurations detailed in Section 3, as well
as for a variety of different performance metrics. Because of lim-
ited space, we show results of only a small subset of the full set
of experiments that we ran for all possible combinations of per-
formance metric, traffic scenario, offered load, router architecture
and buffer configuration. Results of experiments that we do not ex-
plicitly discuss are consistent with the results shown below. The
selected plots are meant to be representative for the discussions at
hand, but may differ in detail from comparable plots. Our focus is
on qualitative comparisons and less on quantifying particular dif-
ferences. In particular, we do not show results of experiments with
bidirectional traffic and 200 millisecond average round-trip times,
however they are consistent with the results shown below.

4.1 Performance Profiles:
Aggregate Traffic Statistics

We first consider the case where router A can be viewed as an
access router (Cisco GSR/OC3 with drop-tail queue) that is fed
by traffic generated by long-lived TCP sources. In Figure 2 (top



row), we show the performance profiles that result from running
this setup for 5x6=30 different buffer size/traffic load combina-
tions. A separate curve is plotted for each source configuration.
The buffer size is on the x-axis and the metric of interest is on the
y-axis. The three plots show average throughput (left), delay (mid-
dle) and loss (right).

To gauge the variability of these average-based performance pro-
files, we depict in the bottom row in Figure 2 the sets of 30 cumu-
lative distribution functions (CDFs) associated with these profiles.
For example, the plot on the left shows the 30 throughput CDFs
resulting from running this setup for the 30 pairs of buffer size and
traffic load combinations, with specific corner cases labelled. The
CDFs in the middle (delay) and on the right (loss) are similarly
constructed. A common feature of these CDFs is that with the ex-
ception of some of the corner cases, they are tightly concentrated
around their means (i.e., they are almost step functions). This im-
plies that almost identical performance profiles would result when
using percentiles rather than averages.

Upon closer examination, Figure 2 reveals a surprising degree of
insensitivity of the throughput performance profile (top left) to a
wide range of changes in buffer size and offered load. In contrast,
the delay profile (top middle) shows the expected increase in de-
lay with larger buffers, while the loss profile (top right) reflects the
common wisdom that losses generally increase with higher traffic
loads. To demonstrate that these features are by and large insen-
sitive to the underlying traffic model, we show the performance
profiles resulting from running the same experiments with hetero-
geneous self-similar TCP sources in Figure 3, and with the Cisco
GSR/OC3 router replaced by a Juniper M320/OC3 system, also fed
by self-similar TCP sources in Figure 4. Results for additional con-
figurations are not shown, but are similar to those found in Figures 3
and ??. In particular, plots for the two remaining traffic scenarios
and with the Juniper M320/OC3 or Cisco GSR/GE system in place
for router A are not shown but have similar characteristics. To-
gether, Figures 2–3 confirm and provide additional support for the
concerns expressed in [11] regarding the exclusive reliance on the
throughput metric in [6] when advocating the B = CT/

√
N result.

In fact, the performance profiles make it clear why throughput is
not a very useful metric for buffer sizing, and that other metrics
such as loss and/or delay are better for making a more informed
decision.

To put some of the previously proposed buffer sizing techniques
into perspective, Table 4 shows buffer sizes in numbers of pack-
ets for four different proposed formulas. In particular, Table 4
shows the values corresponding to (i) the traditional bandwidth-
delay product (BDP), (ii) the B =CT/

√
N formula advocated in [6]

(Stanford), (iii) the BSCL (buffer sizing for congested Internet links)
scheme proposed by Dhamdhere et al. [10], and (iv) Morris’s flow-
proportional queuing method (FPQ) [25]. To derive these values,
we calculated the number of flows long enough to have exited slow
start and used this value to parameterize the CT/

√
N and BSCL

models. We used the total number of flows for the FPQ model.
Additionally, we followed the methodology in [10] to empirically
derive other parameters required for BSCL. In essence, the values
of Table 4 provide indices into the performance profiles of Fig-
ures 2–3.

From the perspective of the throughput performance profiles, all
4 methods would do well in achieving high throughput and, judg-
ing from the shape of the profiles, so would many other methods.
However, some differences become clear when considering the de-
lay and loss performance profiles. For one, considering the buffer
sizes proposed by the Stanford model along with the loss perfor-
mance profiles of Figures 2–3, there is a clear tradeoff between

Table 4: Comparison of buffer sizing schemes for infinite TCP
source and self-similar traffic setups for OC3 bottleneck and 50
millisec. mean RTT. Values indicate buffer size in packets.

Infinite source
load (flows) BDP Stanford BSCL FPQ
30 624 113 121 180
60 624 80 59 360
150 624 50 780 900
300 624 36 2085 1800
600 624 25 4695 3600
1200 624 18 9915 7200

Self-similar traffic
offered load BDP Stanford BSCL FPQ
60% 624 84 414 2767
90% 624 68 651 4140
100% 624 65 725 4565
110% 624 60 872 4958

choosing small buffers and risking poor performance in terms of
high loss rates. Moreover, using the BSCL formula tends to yield
much larger buffers which, considering the delay performance pro-
files, is at the cost of incurring significant delay. Likewise, the FPQ
scheme has a tendency to keep losses low even when it comes at the
expense of unreasonably large delays. In short, our results demon-
strate that buffer sizing could benefit from a new perspective that
provides critical context for configuration and provisioning deci-
sions in general.

4.2 Performance Profiles:
Per-Flow Traffic Statistics

In addition to “what” performance metric(s) to consider for the
buffer sizing problem, there is also the issue of “how” the metric(s)
in question should be computed. In Section 4.1, the metrics were
computed based on the aggregate customer traffic. In the following,
we present our empirical findings for the same three performance
metrics, but now computed on a per-flow basis. Per-flow charac-
teristics can also be considered as related to metrics such as flow
completion time. Using the same set of experiments as in Sec-
tion 4.1, we computed in each case throughput, delay, and loss for
each individual flow encountered during the experiment, and plot in
Figures 5–6 the resulting averages to obtain the throughput, delay,
and loss performance profiles. Results for additional configurations
are similar to those shown in Figure 6. As in Figure 2, Figure 5
also depicts the individual CDFs of the three performance metrics
for the 5x6=30 pairs of buffer size and offered load combinations
for the setup that deploys a Cisco GSR/OC3 router with drop-tail
queue fed by long-lived TCP sources.

Comparing Figures 2 and 5, we note that the variability of the
per-flow based performance profiles around the depicted averages
in Figure 5 is more pronounced than for the aggregate-based pro-
files in Figure 2. The evidence for this is provided by the CDF
plots in Figure 5 (bottom row) that generally show a wide spread
for the different values of a given performance metric, and typi-
cally not just for the corner cases. The practical implication is that
performance profiles based on, say, 90th percentiles would deviate
significantly from their average-based counterparts shown in Fig-
ure 5 (top row) and look quite different. Keeping this feature in
mind when interpreting average- and per-flow based performance
profiles, the main feature in Figure 5 is that the throughput perfor-
mance profiles, when computed on a per-flow basis, are no longer
insensitive to changes in buffer size and/or offered load. In fact,
per-flow throughput tends to decrease as offered load increases,
causing an increase in per-flow loss rates. Not surprisingly, we
typically also observe an increase in per-flow delay as buffer size
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Figure 2: Aggregate results for Cisco OC3 with infinite TCP sources and drop-tail queuing discipline. Profiles of mean throughput, delay,
and loss shown on top row and corresponding CDFs shown along bottom row.
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Figure 3: Aggregate profiles of mean throughput, delay, and loss for Cisco OC3 with self-similar sources and drop-tail queuing discipline.
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Figure 4: Aggregate profiles of mean throughput, delay, and loss for Juniper OC3 with self-similar sources and drop-tail queuing discipline.
As noted in Section 3.1, the Juniper M320 OC3 interface has a hard upper limit of 50 millisec. (≈624 1500 byte packets) on buffer size.
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Figure 5: Per-flow results for Cisco OC3 with infinite TCP sources and drop-tail queuing discipline. Profiles of mean throughput, delay, and
loss shown on top row and corresponding CDFs shown along bottom row.
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Figure 6: Per-flow profiles of mean throughput, delay, and loss for Cisco OC3 with self-similar sources and drop-tail queuing discipline.

increases. These and other observations (not shown) for certain
subclasses of flows (e.g., classified by RTT or flow size) confirm
the per flow-based findings reported in [11] and complement them
by using our large design space to validate these main character-
istics for a wider range of possible traffic, load, router, and buffer
scenarios. As mentioned in [11], gaining a better understanding
of the tradeoffs between per-flow throughput, delay, and loss is an
important open issue for assessing application-layer performance.

4.3 Performance Profiles: Impact of RED
In a final set of experiments that explore sensitivity aspects of the

buffer sizing problem, we consider the same experimental setups as
in Figure 2, but with routers that have RED queues instead of drop-
tail queues, with the RED configuration settings given in Table 3.
Figures 7 and 8 should be compared to Figures 2 and 5, respec-
tively, and show the resulting RED-induced performance profile
(with corresponding CDFs), computed for the aggregate (Figure 7)
and on a per-flow basis (Figure 8). We observe that the resulting
aggregate-based performance profiles exhibit in general only small
variability around the plotted averages (as evidenced by the step-
function like CDFs) and show typically a higher degree of insen-
sitivity to differences in buffer size and/or offered traffic load for
throughput and delay than their drop-tail counterparts.

In addition, RED-induced performance tends to be better than
drop-tail based performance when performance is measured in terms
of throughput or delay and about the same in terms of loss-based
performance. With respect to the per-flow based performance pro-
files shown in Figure 8, RED-induced performance appears overall
comparable to drop-tail based performance, with the exception of
delay, with RED’s delay performance profile being less sensitive
and better than its drop-tail counterpart (which is to be expected,
as reducing delay is one of the goals of RED). In short, without
special tuning of the RED parameters and simply by relying on a
set of default configuration settings, RED queues appear to result
in somewhat more robust and slightly improved aggregate and per-
flow performance profiles when compared to their drop-tail coun-
terparts, even in rather constrained buffer configurations. These
stronger insensitivity properties of RED queues are appealing in
view of SLA-related efforts to meet certain levels of performance
when carrying a customer’s traffic, largely irrespective of the vol-
ume and type of traffic the customer generates.

5. BUFFER SIZING:
AN SLA PERSPECTIVE

The empirical findings discussed in Section 4 illustrate that the
“black art” of buffer sizing [11] could benefit from a new perspec-
tive, especially one that provides critical context for a range of traf-
fic engineering issues, including configuration and provisioning de-
cisions. In this section, we seek to illuminate the extent to which
providers can engineer networks for robust SLA compliance, and
help to quantify the risk (for a given buffer size, a given traffic mix,
and a given router configuration) of SLA non-compliance.

5.1 SLAs and Buffer Sizing:
Illustrative Examples

We consider a range of “toy” SLAs that provide assurances for
network performance expressed in terms of delay and loss. While
the SLAs we consider resemble real-world SLAs, they are neces-
sarily much simpler than the latter, but we use them here mainly for
illustrative purposes. In particular, our SLAs cover a range of tar-
get loss rates and target delay bounds, from reasonably tight (i.e.,
0.1% loss, 5 msec delay) to rather loose (i.e., 2% loss, 50 msec
delay), and we set the link utilization threshold beyond which an
SLA becomes non-binding to 70%. As a result, some of our traffic
scenarios with high offered loads are eliminated, since they are in-
tended to saturate the bottleneck link and, in turn, tend to make the
SLA non-binding for most of the time.

For a given buffer size-traffic scenario pair (X ,Y ), to measure
SLA compliance, we obtain the “ground truth” by relying on the
passive measurements of the traffic seen on the access link that is
generated by the particular traffic scenario Y and fed into router A
(see Figure 1) with buffer size X . We imitate actual SLA report-
ing by slicing the passive trace data into smaller intervals (here we
use 10 second segments; actual intervals are typically 5-10 min-
utes). For each interval, we check whether or not the utilization
during that interval was below the 70% threshold. If so, we com-
pute loss rate and (average) delay, and if not, we simply discard
the interval. To obtain the final score, we compute the average of
all (valid) 10 second scores across the entire trace and report SLA
compliance/non-compliance depending on whether the final scores
are within the target delay and loss rate thresholds. In Figure 9a,
each of the sixteen 2D plots corresponds to a particular SLA. For
a given buffer size X (x-axis) and traffic/load scenario Y (y-axis),
we plot a particular letter in the corresponding (X ,Y ) coordinate if
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Figure 7: Aggregate profiles of mean throughput, delay, and loss shown for Cisco OC3 with infinite TCP sources and RED queuing
discipline. Profiles of mean throughput, delay, and loss shown on top row and corresponding CDFs shown along bottom row.

the SLA is violated in some way. A blank indicates that the SLA is
met. Coarse-grained reporting of SLA compliance is preferred by
service providers because it allows for temporary violations which
smooth out when averaging over a large time interval (e.g., week
or month). Nevertheless, Figure 9a shows that from an SLA per-
spective, small buffer configurations are to be avoided across the
spectrum of traffic types and loads. Moreover, for a tight SLA (top
left plot), the buffer size needs to be substantial, in which case de-
lay is almost certain to cause problems. This unavoidable tradeoff
is evident and to some degree quantified in Figure 9a. Complying
with a tight SLA is costly for the provider because it can easily be
violated by a number of realistic traffic scenarios, despite config-
uring buffers to be large. In turn, the provider will charge the cus-
tomer to compensate for the loss of revenues due to providing large
buffers and crediting the customer when the SLA is not met. On
the other hand, since a loose SLA (bottom right plot) is relatively
easy to satisfy for a wide range of possible traffic mixtures, even
with moderate buffer sizes, they are less taxing for the provider
and hence cheaper for the customer. SLAs with mixed constraints
(top right or bottom left plot) have their own economics and their
tradeoffs can be read from Figure 9a.

To show the impact that the choice of time scale has on report-
ing SLA compliance, and by extension, on buffer sizing, Figure 9b
shows the results of a fine-grained reporting of SLA compliance.
Instead of averaging the scores of the (valid) 10 second slices across

the entire trace, we take the individual 10 second slices and asso-
ciated raw scores (i.e., no averaging) and plot a particular letter
in the corresponding (X ,Y ) coordinate if the SLA is violated one
way or another during at least one 10 second segment. A blank
indicates that the SLA is met in each (valid) 10 second interval
across the whole trace. The letter coding is explained in the cap-
tion of the figure. While fine-grained SLA compliance reporting is
favored by customers because it relates more directly to customer-
perceived quality of service, Figures 9a and 9b depict one aspect
of how this tension between what the provider prefers and what the
customer desires materializes when making configuration and pro-
visioning decisions. For one and the same SLA, the risk of SLA
non-compliance is typically greater with fine-grained SLA com-
pliance reporting than with coarse-grained and can be quantified
to some degree by the increase in buffer size needed to achieve
roughly the same degree of robustness (to uncertainties in traffic
type and volume) of SLA compliance.

5.2 Quantifying Risk of SLA Non-Compliance
A common way for customers and ISPs to limit risk of non-

compliance with an SLA is through a utilization threshold: the
SLA becomes non-binding if the threshold is exceeded over a given
monitoring interval. A lower threshold effectively shields an ISP
from uncertainties in the traffic mix while a higher threshold may
be used by more risk-tolerant ISPs. Thus, we consider the trade-



●

●

●

RED queue configuration

th
ro

ug
hp

ut
 (

M
b/

s)

small medium large

0
1

2
3

4
5

● 30 sources
60 sources
150 sources
300 sources
600 sources
1200 sources

●

●

●

RED queue configuration
de

la
y 

(s
ec

on
ds

)

small medium large

0.
00

0.
02

0.
04

0.
06

0.
08

0.
10

● 30 sources
60 sources
150 sources
300 sources
600 sources
1200 sources

● ● ●

RED queue configuration

lo
ss

 r
at

e

small medium large

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

● 30 sources
60 sources
150 sources
300 sources
600 sources
1200 sources

0 1 2 3 4 5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

per−flow throughput (Mb/s)

cd
f

30 sources

0.00 0.05 0.10 0.15 0.20

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

delay (seconds)

cd
f

30 sources, large thresholds

0.0 0.1 0.2 0.3 0.4

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

per−flow loss rate
cd

f

1200 sources

Figure 8: Per-flow profiles of mean throughput, delay, and loss shown for Cisco OC3 with infinite TCP sources and RED queuing discipline.
Profiles of mean throughput, delay, and loss shown on top row and corresponding CDFs shown along bottom row.

offs between risk of non-compliance and expense, i.e., buffer size.
While the notion of cost is complex, we make the simplifying as-
sumption that it can be equated with buffer size for illustrative pur-
poses. For given delay and loss rate thresholds (i.e., one of the
sixteen subplots of Figure 9b), we check actual utilization levels
in each interval. We consider the 90th percentile of the utilization
measures over intervals where the thresholds are not exceeded as
giving an indication of how much “wiggle room” remains before
becoming non-compliant, i.e., we use the 90th percentile utiliza-
tion as a proxy for risk.

Considering now the results from Figure 9b, we make the fol-
lowing observations. First, there may be buffer configurations for
which no realistic SLA can be supported. Indeed, the 1 packet
buffer is one such case, since the loss rate threshold is routinely vi-
olated even with low overall utilization. Similarly for the 39 packet
buffer case, the loss rate threshold is frequently violated. For very
small buffer configurations like these, it is unlikely that an ISP will
accept such risk. Referring to Table 4, we note that there are a num-
ber of buffer sizes predicted by the Stanford scheme which fall in
this category. Second, for a given buffer size, as traffic becomes
more heterogeneous (i.e., from self-similar traffic, to self-similar
traffic with different types of UDP flows) risk increases. Not sur-
prisingly, there is also an increase in risk as the offered load in-
creases from 60% to 90%. For 60% load average scenarios, the
level of wiggle room tends to mirror the headroom in utilization,

i.e., about 40%. For high load averages, the level of wiggle room
shrinks to between 20% and 5% of the link capacity. Lastly, for a
given threshold pair and traffic mix, risk related to changes in con-
figured buffer size tends to decrease as buffer size increases. The
specific level of risk depends on the thresholds and traffic scenario.
Referring again to Table 4, the lowest levels of risk but highest lev-
els of cost can generally be associated with the BSCL and FPQ
buffer sizing schemes.

The SLA perspective captured in Figure ?? coupled with obser-
vations above illuminates how a desire to engineer for robust SLA
compliance can influence buffer sizing at the CEs and the PEs, and
how buffer sizing decisions for edge routers can help to quantify
the risk of SLA non-compliance. Clearly, an analytical treatment of
how to engineer for robust SLA compliance and how to more gener-
ally quantify the risk of SLA non-compliance looms as a promising
open problem, but looks very daunting at this point.

6. DISCUSSION AND CONCLUSIONS
Our experiments show that all performance metrics are by and

large insensitive to router architecture, and that aggregate through-
put (the performance metric used in [6]) is also insensitive to buffer
size and traffic mix. However, all other performance metrics show
clear dependencies on buffer size, traffic mix, traffic volume and
round trip time delay.

By mapping four different known buffer sizing policies into the
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(b) Scores from 16 SLAs using fine-grained (10 second time scale)
SLA compliance reporting. Blank squares indicate SLA compliance
in every (valid) 10 second interval across the entire trace.

Figure 9: 4x4 matrices of the scores from 16 SLAs (OC3, 50 millisecond round-trip time) using (a) coarse- and (b) fine-grained SLA
reporting. Each SLA has a delay and loss rate threshold. Four delay thresholds (top to bottom) are used and four loss rate thresholds (left
to right) are used. Each of the 16 SLAs corresponds to one of the 4x4 matrix elements, and each of them is a 6x5 block, with columns
representing 5 different drop-tail queue sizes and with rows representing 6 different traffic scenarios. Scores from an individual traffic
scenario/queue length combination are coded as L=loss violation, NL=near loss violation, D=delay violation, ND=near delay violation,
B=both delay and loss thresholds violated, and NB=near violation of both delay and loss thresholds. “Near” means that the score is within
10% of the threshold. Blank squares indicate SLA compliance.

design space established by our experiments, we are able to com-
pare them and assess their advantages and disadvantages. In par-
ticular, this mapping highlights the performance risks of the buffer
sizes specified by [6], and shows that the other policies either result
in relatively large buffers or in buffers similar to [6], depending on
traffic mix. This illustrates the need for a new perspective in sup-
port of making more informed buffer sizing decisions. Thus, The
second goal of our work is to put forward a novel perspective: that
of the ISP and by extension the SLAs that drive their networks.
That is, we argue that buffer sizing decisions must not only grap-
ple with constraints of router design and network performance, but
also ISP economics [9]. To this end, we consider a set of toy SLAs
and use them to study the buffer sizing problem within the context
of the economic incentives behind a marketplace for SLAs. We
find that the stringency of the SLA and how SLA compliance is
monitored to be contributing factors for making informed buffer
configuration decisions at the network edge. For example, tying
SLA-specific performance closely to traffic mix and load opens up
the possibility that careful traffic engineering may enable smaller
router buffers to meet certain SLAs. In this context, the observed
benefits of AQM in small buffer configurations suggest that this
often maligned technology may play a more prominent role in net-
works with a thriving SLA business model.

Indeed, our results concerning performance improvements with
RED warrant additional analysis. While our focus here is on quali-
tative analysis, statistical comparisons (e.g., tests for significance
of characteristics observed in Section 4.3) also support RED as
providing somewhat more robust/insensitive performance. Explor-
ing the specific nature of these improvements, and the performance
and economic tradeoffs between buffer size and management pol-

icy both empirically and analytically are subjects for future work.
A curious feature that some of the plots shown in this paper have

in common is worth mentioning. It concerns the somewhat un-
usual property (see for example Figure 2 or to a lesser extent 3)
that the aggregate loss rates in the experiments with a buffer size of
1 packet are lower than the loss rates with larger buffer sizes. Note
that in these experiments, data traffic is unidirectional and buffers
in the data and ACK direction are symmetrically configured. We
found that in the 1 packet configuration, there was a large amount
of packet loss in the ACK direction. We conjecture that the ACK
loss results in a more drastic reduction or even some kind of pac-
ing of the data traffic resulting in lower overall loss. We plan to
investigate this phenomenon in more detail in future work.

An issue that has received attention in buffer sizing studies is
synchronization among sources. For example, the lack of synchro-
nization is critical to the central limit theorem arguments of Ap-
penzeller et al. [6]. We examined whether there was evidence of
synchronization in our experiments by using the methodology of
Floyd et al. [15], i.e., by analyzing the coefficient of variation (CoV;
standard deviation divided by mean) of source sending rates over
a wide range of time scales. Lack of synchronization should yield
low values of CoV, especially as the time scale gets large. Regard-
less of buffer size, we found some indication of synchronization for
low numbers of sources for the long-lived TCP scenarios (e.g., 30
and 60 sources) but little evidence for other scenarios. Also, there
was little correlation between buffer size and CoV for a given traf-
fic scenario. Furthermore, CoV values were consistently lower for
scenarios using RED queues versus drop-tail queues, confirming
the analysis in [16]. These results suggest that focussing on the is-
sue of synchronization with respect to buffer sizing may be of less



importance, although further analysis is needed.
While our study is designed to address many aspects of router

buffer sizing, several caveats remain. First is the issue of repre-
sentativeness of our experimental results. We argue that the use of
commercial routers and the broad consideration of traffic and per-
formance in our study provides an improved perspective on buffer
sizing. However, this does not obviate the need to refine our exper-
imental environment to consider, e.g., more complex topologies, or
for future analytical, simulation and live deployment tests which
can also provide useful perspectives. Indeed, we believe that our
empirical results will be useful for calibration of simulation en-
vironments and analytical models. Furthermore, many aspects of
our study could be adopted by router vendors and service providers
who already conduct extensive tests on live systems. An appealing
aspect of [6] was a closed-form expression for specifying buffer
sizes. Our results demonstrate the need for expressions that include
a broader range of considerations, which is a focus for future work.
Another critical issue is that traffic characteristics are known to be
quite different in the core versus the edge of the Internet. Traffic
in the core tends to be relatively smooth, while traffic in the edge
tends to be more bursty. It is clear that the target of the Stanford
study [6] is core routers that are therefore less susceptible to traf-
fic bursts. However, a continuum exists between core and edge,
so it is important to understand the conditions under which small
buffers pose a risk. All of our tests were conducted with a two ver-
sions of TCP (from the FreeBSD and Linux kernels). While there
are a wide variety of TCP variants in the Internet today, it is not
clear that the details of differences between the dominant versions
of TCP would meaningfully alter our results. However, we plan to
examine this issue in future work. Perhaps more interesting is the
question of how specific versions of TCP behave with small buffers.
A first step in this direction was taken in [18] by running simula-
tions that included both NewReno and Vegas. However, more tests
are needed, e.g., with high-speed TCP variants. Fairness is another
consideration in addressing the issue of buffer sizing. Wischik ex-
amines the issue of fairness and encourages consideration of other
mechanisms (such as AQM) to address loss (and by extension fair-
ness) in order to preserve the benefits of smaller buffers [32]. We
do not address the issue of fairness directly in our study, but the
ability of RED to improve performance in our experiments would
lend support to that argument. There are also the arguments by
Dukkipati and McKeown [12] in favor of flow completion time as
the “right” metric for congestion control. This raises the following
important question: Should SLAs be designed to relate to FCT, and
if so, how?

In conclusion, we believe that the problem of router buffer siz-
ing in a competitive Internet remains largely unsolved. Our results
serve to illuminate a wide range of known and new issues, and to
highlight interesting challenges that remain.
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