ABSTRACT

Network simulation and emulation environments play a crucial role in evaluating proposed protocols, applications, and networked systems. In such settings, the ability to scalably and efficiently generate traffic that has characteristics similar to those measured in the live Internet is of great importance. A key aspect of generating realistic traffic is to assign source and destination IP addresses to traffic flows such that the statistical structure of the addresses is similar to what would be seen in a live Internet setting.

In this paper, we propose and evaluate an algorithm and data structure for efficient and realistic generation of IP addresses. We describe our new method and compare it with existing and prior work, while also showing that our technique is far more efficient — both in terms of memory consumed and computation time required. We also show that the statistical structure of the generated addresses is similar to what would be measured in the live Internet. Our results show that it is possible to efficiently generate addresses over the entire IPv4 address space, and that it is feasible to generate addresses from a /64 IPv6 subnet.
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1. INTRODUCTION

The Internet has seen massive expansion over the past decades. Because of its decentralized and dynamic nature, gaining an understanding of the Internet’s behavior and properties has posed serious challenges to the research community. As a result, network simulation and emulation environments [1,3,9,11,13] have been relied upon for yielding insights into different aspects of the Internet. Simulation and emulation settings are of critical importance because they are controllable, experiments can be made repeatable, and virtually any characteristic of interest can be measured.

A key requirement of any simulation or emulation environment is that it be realistic. Specifically how that realism is embodied in a given testbed or simulation experiment generally depends on the research question at hand, but a common need is to create network traffic conditions that are representative of what would be observed in the live Internet. Tools for generating Internet-like traffic can generally be classified as either model-based [2,17] or replay-based [8,15]. In model-based systems, a structural or behavioral model forms the basis of traffic generation, and the model is often parameterized with measurements that have been collected from a live environment. In contrast, in a replay-based system a packet trace collected in a live environment is re-emitted (perhaps with some minimal modification of source and destination IP addresses) in the test environment. In either case, the goal is to create traffic conditions that are in some way comparable to those that would be experienced in the wild.

An important aspect of realism with respect to traffic generation tools is for the source and destination addresses observed in flows to reflect the distributional characteristics of flows observed in the live Internet. For example, one might want the series of IPv4 destination addresses seen at a given router in a simulator to be similar in distribution to those that might be observed in the Internet. Realistic generation of addresses is important for assessing IP forwarding (longest prefix match) performance, for creating a representative mix of origin-destination flows in a simulated or emulated network, and in security applications such as anomaly detection in which source and destination addresses of flows are critical to the algorithm’s performance. Two key challenges for generating realistic addresses are that (1) a new address must be generated quickly, since, in the context of a simulation or emulation environment, traffic generation should not be slowed down due to selection of a source or destination address, and (2) the generation technique must be frugal in its use of memory, since there may be multiple, separate address spaces that are used by different traffic generation instances in the simulator.

One possible approach to generating IP addresses might be to simply choose an address at random from a network prefix. We do not consider this approach further in this paper, since it would result in a series of addresses that do not reflect the complex multifractal characteristics observed in live Internet traces [10].

Two other basic approaches have been used in prior work to ad-
dress the problem of generating representative network addresses in a simulation or emulation setting. The first is exemplified by the Harpoon traffic generator [12], which can be configured with a list of IP prefixes for source and/or destination addresses. The tool selects a prefix at random from the configured set, then selects at random a given address from the prefix. To generate addresses that conform to a given distribution (i.e., to ensure realism), it is incumbent on the experimenter to construct the prefix list such that random selection of any address in the list will yield the desired characteristics. The Swing traffic generator takes a similar approach [17].

Another approach has been to create a complete structure that models the address space from which addresses are to be generated. Building on the earlier work of Kohler et al. [10], Barford et al. [5] developed such an approach using a multiplicative, multiscale innovations model. Their approach considers a density function defined on the interval [0, 1], and directly maps this to a given IP address prefix. A unit mass is assigned to the entire interval, then the prefix is recursively subdivided and the mass is correspondingly reallocated in the resulting subintervals. How the mass is subdivided is based on a parametric distribution function that is fitted to data collected in a live setting. Once the interval is subdivided and mass is reallocated to the granularity desired (e.g., dividing a prefix into a series of IP addresses that make up the prefix), addresses can be selected at random, weighted by the mass that has been allocated.

Unfortunately, although the first (Harpoon-like) approach is computationally fast, it is clearly inefficient in space (the list of prefixes may potentially be quite long), and configuration can be a serious burden on the experimenter. The second approach (i.e., Barford et al.) is also problematic, since the entire structure from which to generate addresses must be pregenerated. Thus, it is inefficient in computational time, and if the address space is reasonably large, it is also inefficient in memory usage.

The contribution of this paper is an algorithm for generating a realistic distribution of IP addresses that is efficient in both memory and computational time required. Building on the work of [5] to generate addresses that exhibit the multifractal characteristics observed in live Internet traces, we design and evaluate a new trie-based algorithm for generating addresses. We focus in particular on generating IPv4 source and destination addresses, though we also comment on generating IPv6 addresses. Our approach is designed to be highly efficient and to impose minimal cost on a large simulation or emulation setting in which many addresses need to be generated.

To examine the performance of our new trie-based approach, we describe a series of experiments in which we generated addresses for different sized prefixes, up to the entire IPv4 address space. We show that our method preserves the multifractal characteristic that has been observed in live Internet traces [10]. Our results also show that our approach scales well to large address spaces, and that addresses are generated quickly and with parsimonious use of memory. For example, generating 1 million new random addresses from the full IPv4 address space takes less than 2 microseconds on average per address, while consuming an average of about 50 MB. Moreover, our results suggest that generating addresses from much larger address spaces, such as an IPv6/64 prefix, is feasible.

The remainder of this paper is organized as follows. In Section 2 we discuss work related to ours. Following that, in Section 3 we describe the design and implementation of our trie-based approach to address generation. In Section 4 we describe the results of experiments designed to examine the performance and behavior of our approach. Finally, in Section 5 we summarize our work and discuss future directions.

2. RELATED WORK

Most closely related to this paper are the works by Kohler et al. [10] and Barford et al. [5]. In [10], the authors establish that the structure of observed IPv4 addresses is multifractal. Using a Cantor dust model, they show how the observed address structure could be generated. The authors hypothesize that the reason for the observed multifractality has to do with the nature of address allocation. In that work, the authors do not discuss generating new addresses based on the observed characteristics.

In Barford et al. [5], the authors build on the insights of Kohler et al. and develop a model for generating addresses that have the same multifractal characteristics as those seen in a live environment. Their approach is based on a multiplicative, multiscale innovations model, which we describe in the next section. While this technique can effectively generate random IP addresses that have the desired distributional characteristics, it is costly both in terms of memory and computation time. We discuss this issue below.

Generating realistic IP addresses is important both in emulation environments in which commodity workstations and routers are used, as well as in simulation settings. In emulation environments such as Emulab and WAIL, traffic generation tools such as Harpoon, Swing, and others have been employed. The source and destination IP addresses assigned to generated flows depend on the design of the traffic generator. In the simplest case, addresses from a collected packet trace are directly reemitted, e.g., in tcpreplay. In other cases, basic distributional characteristics of addresses can be reproduced, given a suitable configuration, as in Harpoon. None of these tools are able to generate addresses with realistic distributional characteristics from a large address space and with low computational and memory overhead.

Similarly, network simulators typically have various traffic generation capabilities, e.g., the PackMIME and t-mix generators in ns-2, that are able to create flows with characteristics similar to those that would be measured in a live environment. Although there are rather sophisticated capabilities in various network simulators, we are not aware of any simulation traffic generator that is able to efficiently generate realistic network addresses.

3. ADDRESS GENERATOR DESIGN

In this section we describe our method for efficiently generating IP addresses. We first describe in more detail the method of Barford et al. on which our work is based. We then describe our new technique and discuss its properties.

3.1 Detailed Background

As discussed above, the work in [5] proposes a random cascade model for generating a random IP address distribution with multifractal characteristics similar to those found in measured data (cf. [10]). The idea in [5] is to consider a density function with unit mass assigned to the interval [0, 1], and to map this interval to a prefix from which to generate addresses. The interval is recursively subdivided in two, and the mass is divided among the two smaller intervals. The address prefix length determines the number of times this subdivision takes place. Once the prefix has been divided into the series of IP addresses that comprise the prefix, addresses can be selected at random, weighted by the mass that has been allocated to each address.

Figure 1 depicts this process: at the top level, we have mass 1. This mass is subdivided into two intervals. Each interval at the second level is then subdivided into two more intervals, and so on. In this example, addresses are generated from a /29 IPv4 prefix (i.e.,
3 bits are generated and appended onto the 29 bit prefix). Thus, the recursive subdivision takes place 3 times. At the lowest level, the mass in each of the 8 bins represents the probability of generating that address.

In Barford et al., the mass redistribution function is based on the Beta distribution. The Beta distribution takes two parameters $\beta$ and $\beta'$; in [5], a single value $\beta = \beta'$ is used. This parameter can be fitted to measured data from the live Internet. Once the estimate of $\beta$ is obtained, it can be used to generate new addresses. The authors show that for different aggregations of live traces, the fitted value of $\beta$ leads to generating addresses that have sparse, bursty (multi-fractal) characteristics similar to those measured in live traces.

In this paper, we do not attempt to improve on the fundamental ideas of this approach. Our focus is rather on how it is carried out. Specifically, the authors in [5] describe modeling the address space and generating addresses in the context of the Haar wavelet decomposition. While the Haar wavelet computation can be done quickly, it requires creating a structure that represents the entire address space (i.e., the bottom row in Figure 1). This approach is wasteful for two reasons. First, because of the sparsity observed in IP address distributions measured in live traces, there may be significant amount of space wasted by creating a structure that considers addresses that will potentially never be generated. Moreover, the up-front cost of computing the entire structure may be significant for larger addresses spaces. For example, if one wanted to generate addresses from the entire IPv4 address space, a structure on the order of $2^{32}$ elements would need to be created prior to any address generation. If each element consumes 4 bytes, the memory required would be 16 GB: clearly too much.

![Figure 1: Depiction of the method in Barford et al. for generating addresses for a /29 IPv4 prefix (3-bit host address).](image)

### 3.2 A Trie-based Approach

There are two key ideas with our approach. First, we exploit the sparsity observed in measured IP address distributions in order to reduce the memory footprint of address generation. Second, we construct the in-memory structure required to generate address dynamically, as new addresses are needed. This approach amortizes the computational cost of address generation over time, while still imposing low overhead to generate a single address.

At the heart of our method for generating addresses is the well-known trie data structure. In particular, we use a unibit trie. Tries provide an efficient way to store and retrieve a set of k-bit strings. A unibit trie is simply a tree in which each node contains two pointers: a 0-pointer and a 1-pointer. Variations on the trie are used in standard algorithms to implement longest prefix match lookup for IP routing. We augment each node to contain not only pointers to the next bit, but also to include a link transition probability. As in [5], this probability is drawn from the Beta distribution.

The process of generating addresses starts with an empty trie. For each new address to generate we produce one bit at a time, starting with the most significant bit. To produce the first bit of the first address, we must first create a root node. We draw a value $p$ from the Beta distribution with parameter $\beta$ and add this to the node. This probability $p$ represents the likelihood of generating a 0 as the first bit; $1 - p$ is the likelihood of generating a 1 as the first bit (thus, we only store one additional value in a node beyond the 0- and 1-pointers). We then draw a uniformly distributed random number $p'$ from the interval $[0, 1]$. If $p' < p$, we generate a 0, otherwise we generate a 1. We then create a new node which is linked to the root. If we generated a 0 at the root, we link this new node to the 0-pointer; otherwise we link it to the 1-pointer. We repeat this process by drawing a new value $p$ from the Beta distribution (adding it to the most recently created node), followed by another uniformly distributed value $p'$. We again test $p' < p$ to decide whether to generate a 0 or 1, then create a new node and link it to the pointer corresponding to the bit generated. We continue this process for the remaining bits in the host address.

An example of this process is depicted in Figure 2. In this example we generate a 4-bit host address for a 28-bit IPv4 prefix. The figure depicts how the trie evolves as three addresses are generated in succession. The subgraph on the left shows the state of the trie after generating one address (0100), the subgraph in the middle depicts the trie after generating a second address (0110), and the right subgraph is the state of the trie after generating a third address (1011). Note that when a new address is generated, a particular node may already have been constructed. In that case, we simply draw a new uniformly-distributed random number to determine which bit to generate (and which link to follow). Note also that no explicit link needs to be made from the leaf nodes since they contain enough information (namely, $p$) to generate the last bit of an address. As a result, the same structure as in Figure 2 can be used to generate the addresses 010*, 011*, and 101*.

Lastly, note that the function of the transition probabilities (Beta-distributed random numbers) at each level of the trie is equivalent in effect to the redistribution of mass from one level to another in [5]. Thus, given an appropriate parameter $\beta$, we should expect to generate addresses that exhibit the sparse, bursty distributional characteristics observed in live Internet traces. In the results of our experiments, below, we show that our new method indeed preserves these important characteristics.

There are a number of optimizations that can be made for single-bit tries [5]. One common technique used when implementing a single-bit trie to represent prefixes or addresses is to use some kind of compression to conserve memory. In addition to a simple unibit trie, we also implemented a compressed version that coalesced a series of nodes that each had a single branch. Our compressed trie functions somewhat differently from a standard level-compressed trie primarily because the structure is not used for IP longest-prefix match lookups. Rather, since we must retain a transition probability at each node, a compressed node must be able to store an array of such probabilities. Moreover, as new addresses are generated, each probability (even in compressed nodes) must be consulted. Thus, any expected potential savings of this approach would be in memory usage rather than computation. We compared a compressed trie implementation to a basic unibit trie and found that, in general, the additional complexity of the compressed trie is not offset with any significant reduction in memory consumption. While IP longest prefix match lookup workloads can take effective advantage of various forms of trie compression, the probabilistic construction of the trie in our address generation method does not lead to very many
opportunities to compress a path. As a result, we do not consider trie compression further in this paper.

4. EVALUATION

In this section we evaluate our trie-based method for generating IP addresses. The primary motivation behind these experiments is to evaluate the suitability of our proposed method for generating addresses for a network simulation or emulation environment. In such a setting it is important to generate addresses very quickly and with low memory overhead. We also compare our technique with the prior work of [5] but do not explicitly compare against other techniques. We note that all other methods described previously in this paper would either require significant memory resources (e.g., using the technique in [5], as we show below) or difficult manual configuration (using the technique in Harpoon [12]), making them problematic for our target settings.

4.1 Experiment Setup

The experiments described in this section were performed using a C implementation of our trie-based address generation method. We used a commodity workstation running a 64-bit build of FreeBSD 8.0. The machine was equipped with 4 GB of RAM and a quad-core Intel Xeon E3120 processor running at 3.16 GHz. During the experiments there were no non-OS-related user processes running, and the server was not running any X Window services.

4.2 Realism

First, we examine how well our trie-based method can generate a bursty, sparse distribution of IP addresses similar to those in a live setting. We do this by examining a plot of the multifractal spectrum of a set of generated addresses. For this experiment we set $\beta = 0.61$ (a value that Barford et al. found to fit their data), and generated 1 million addresses from a /16 prefix. Figure 3 was generated based on the histogram method of Kohler et al. [10] (we refer the reader to that work for a description of the method). As with both [5] and [10], sampling effects tend to dominate the analysis at finer scales. Over medium scales, however, the figure shows a range of values for different scaling exponents, consistent with multifractal behavior. Highly similar results are shown in [5], which should not be surprising given that our trie-based approach is functionally equivalent to their method.

We also examined the rank-frequency plots and histograms of generated addresses. While we do not show those results in this paper, they exhibit similar qualitative features as addresses from measured traces shown in [5, 12].

4.3 Performance

We now turn to examining the performance of our trie-based method. The baseline parameters we used in experiments described below are to generate 1 million addresses from a /8 prefix, with $\beta = 0.61$. In the results discussed below, we vary the number of addresses generated, the prefix length, and the value $\beta$ to examine the performance of our address generation method. For each data point in the plots below, we computed the average over 10 runs.

4.3.1 Varying the number of addresses generated

We first examine the runtime and memory consumption of our method while varying the number of addresses generated. Since the trie is dynamically constructed, generating additional addresses...
results in a larger memory footprint. In particular, as the number of addresses generated increases, the number of chances for the trie to expand (i.e., for new nodes to be created) increases. As an upper limit, there could be $2^{k-1} \times b$ bytes consumed by the trie, where $k$ is the prefix length and $b$ is the number of bytes consumed per node. We never came close to this maximum in testing, even when generating 10 million addresses.

Figure 4 shows results of generating up to 10 million addresses while fixing the prefix length at /8 and setting $\beta$ to 0.61. The figures show runtime (seconds) and memory consumed by the trie. Error bars indicate one standard deviation above and below the mean. Note that the average time to generate an address actually decreases as we generate more addresses. The reason for this is that after a large number of addresses have been generated, fewer nodes must be created in the trie, which speeds address generation. We also see that memory consumption rises modestly over the range of number of addresses generated, peaking at around 18 MB for 10 million addresses.

### 4.3.2 Varying the prefix length

Next, we examine the effect of varying the prefix length. Figure 5 shows the run time and memory consumption of our trie-based method while generating 1 million addresses and varying the prefix length from 0 to 30. Generating addresses with a 0-length prefix results in generating entire 32-bit IPv4 addresses, while generating addresses with a 30-bit prefix can only result in four distinct addresses. We see from the figure that for prefixes of (around) length 16 and longer, the memory consumed by our trie-based algorithm is minimal. We also see that the average time required to generate decreases as we generate fewer bits, which should be expected.

As prefix length shrinks from 16 bits (i.e., as more bits are generated), the time required to generate an address increases modestly, up to an average of just under 2 microseconds. The memory consumption also increases, though somewhat more significantly as the prefix shrinks from 16 bits to the full IPv4 address space. At worst, our trie-based method consumed about 50 MB to generate 1 million addresses from the full IPv4 address space. We note that this is significantly smaller than a method that would be required to create the data structure, which would be approximately 256 MB, assuming a node that consumes 16 bytes. We note that in prior work [5], it is suggested that values of $\beta$ fitted from live traces will likely be less than 1, which would result in rather sparse tries. Thus, we expect the performance of our method to be very good when generating a realistic set of addresses for a simulation or emulation setting.

### 4.4 Comparison with Prior Work

We wrote another C program to generate addresses using the prior method of [5], also setting $\beta$ to 0.61. Using and initializing a structure to do address generation with this prior method can be expensive both in CPU time and memory, depending on the prefix length.

Table 1 shows the memory required and initialization time for a range of prefix lengths using the address generation method of [5]. First, we see that for a /16 prefix, relatively little memory is needed (1 MB). For a /8 prefix, however, 256 MB are required to hold the data structure. (Each of the $2^{32}$ elements in the structure required 16 bytes in our implementation; some optimization may be possible, but at minimum 4 bytes would be necessary per element, i.e., the size of a single-precision floating point number.) We did not have sufficient RAM in our test machine to handle shorter prefixes, thus rendering it impossible to generate addresses from the full IPv4 address space (64 GB would be needed!). Note that with our proposed technique, we only required about 80 MB to generate addresses from the full IPv4 address space and less than 10 MB to generate addresses from a /8 prefix (cf. Figure 5).

With respect to time required to generate addresses, we see in Table 1 that little time is required to create the necessary data structure for prefixes longer than /8. For a /8 prefix, about 7 seconds are required to create the data structure, which must be done before any addresses are actually generated. Once the structure is created, addresses can be generated quickly and with essentially fixed CPU cost. Thus, as more addresses are generated, the average cost per address goes down. (Clearly, the worst case with the approach of [5] is that the structure must be created to generate a single address.) When we generated 10 million addresses from a /8 prefix, the average time to generate one address was reduced to about 2 microseconds, which is similar to the performance of our proposed technique. The benefit of our proposed method, however, is that there is no up-front cost of creating an entire data structure. Thus, the CPU time required to generate any address is quite small (cf. Figure 4).

<table>
<thead>
<tr>
<th>Prefix Length</th>
<th>Memory Required (kB)</th>
<th>Initialization Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1024</td>
<td>0.029</td>
</tr>
<tr>
<td>12</td>
<td>16384</td>
<td>0.455</td>
</tr>
<tr>
<td>8</td>
<td>262144</td>
<td>7.285</td>
</tr>
<tr>
<td>4</td>
<td>4194304 (not feasible)</td>
<td>—</td>
</tr>
<tr>
<td>0</td>
<td>67108864 (not feasible)</td>
<td>—</td>
</tr>
</tbody>
</table>

### 4.5 Discussion

Our results above show that our trie-based method for network address generation is a good fit for network simulation and emulation environments. In particular, our approach produces addresses
very quickly and with low memory overhead, and the resulting addresses exhibit the important multifractal qualities found in real traces. While our experiments have been done in the context of generating IPv4 addresses, the specific results in Section 4.3.2 suggest that our approach may scale to larger addresses, e.g., IPv6 /64 prefixes, assuming sufficient sparsity in address space allocation, which we expect to be the case. However, it is yet unclear whether our technique can scale effectively to generate full 128-bit IPv6 addresses. Perhaps more importantly, it is presently unknown whether distributional characteristics of IPv6 addresses are similar to IPv4 addresses. We intend to investigate these issues in future work.

5. SUMMARY AND CONCLUSIONS

In this paper we propose and evaluate a new method of generating IPv4 addresses for traffic generators in network simulation and emulation environments. At the core of our technique is a unibit trie structure that is dynamically constructed as requests are made for new addresses to generate. We evaluate the performance of our address generator and show that our method results in a set of addresses that have similar sparse, bursty (multifractal) distributional characteristics as addresses observed in live settings. Our results show that our technique is well-suited for fast, low-overhead generation of realistic addresses for traffic generation in network simulators and emulators.

In future work, our goals are to investigate further the structure of IPv6 addresses and to evaluate how well our method scales to that address space. We also intend to release the C-based implementation of our address generation method to the research community so that our technique can be incorporated into new and existing simulation and emulation tools.
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Figure 6: Performance data on memory consumption (top) and runtime (bottom) when varying the $\beta$ parameter. 1 million addresses are generated from a /8 prefix for each value of $\beta$. Error bars show one standard deviation above and below the mean.


