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Empirical analysis of Internet traffic characteristics should not be biased by the

measurement methodology used to gather data.This article compares probe- (active)

and router-based (passive) methods for measuring packet loss both in the laboratory

and in a wide-area network.The laboratory case study demonstrates the accuracy of

passive Simple Network Measurement Protocol (SNMP) measurements at low loss

rates; the wide-area experiments show that active-probe loss-rate measurements

don’t correlate with those measured by SNMP from routers in a live network.This

case study’s findings also reveal that common methods for active probing for packet

loss suffer from high variance and from the effects of end-host interface loss.

Packet loss due to congestion is a fun-
damental problem in wide-area pack-
et-switched networks. Researchers

have expended much effort in character-
izing this phenomenon and designing pro-
tocols that operate effectively in lossy
environments, but the Internet’s dynamic
nature requires continued empirical eval-
uation of packet-loss behavior.

We can divide the methods for mea-
suring packet loss into two categories.
The first uses passive monitors that are
either attached to network links or
available from network nodes. A stan-
dard means of passive monitoring is to
use the set of Management Information

Base (MIB) counters available on net-
work nodes via the Simple Network
Management Protocol (SNMP). These
counters track packet losses due to con-
gestion in router subsystems, with the
benefit being that they capture many
important details about local traffic
behavior. Unfortunately, the cost for this
information can be high in terms of
data-storage requirements, and SNMP
access across administrative domains is
usually impossible.

The second means for measuring
packet loss is through active end-to-end
probing with a tool such as the ubiqui-
tous ping utility. Active probe tools

2 SEPTEMBER • OCTOBER 2004    Published by the IEEE Computer Society 1089-7801/04/$20.00 © 2004 IEEE IEEE INTERNET COMPUTING

In
te

rn
et

 M
ea

su
re

m
en

t



such as ping send a series of packets aimed at a
target system and then measure the returned
response packets; the sender can use sequence
numbers to track lost packets. The benefits of
active probes are twofold: they can run virtually
anywhere in the network, and they give an end-
to-end perspective of network conditions. How-
ever, like many sampling tools, the probes’ dis-
crete nature limits resolution. Increasing the
probing rate can increase resolution, but the
probes themselves can skew the results if the fre-
quency is too high.

Our objective here is to address the question:
“Do probe- and router-based measurements of
packet loss correlate?” The work we describe in this
article has three main implications. First, it expos-
es the limitations of probe-based loss measures in
low-loss environments, the implication being that
new probe-based methods might be necessary to
get a more accurate picture. Second, our results
demonstrate the accuracy of SNMP-reported loss
measurements, suggesting that SNMP is an attrac-
tive alternative for measuring loss in low-loss
environments. Finally, our study suggests that
characterizations and models for packet loss based
on active measurements might need to be reevalu-
ated using data from new probing methodologies
or passive measurements.

Setting up the Experiments
To get started, we examined the accuracy of SNMP
loss measurements through a series of laboratory
experiments. Using precise measurement systems,
we found that SNMP accurately reported loss. We
then took router-based SNMP measurements of
packet loss over three collection periods at all
backbone routers in Internet2 (www.internet2.edu)
and aggregated data along each path to get end-
to-end perspectives on loss behavior. Simultane-
ously, we took one-way probe-based measure-
ments of packet loss using the zing utility
between GPS-enabled nodes directly connected to
each Internet2 backbone router. Zing sends probe
packets at exponentially modulated intervals,
which should provide unbiased, time-averaged
data for loss conditions along an end-to-end path.
For our three measurement periods, we set the
average probe rate at 10 Hz, 20 Hz, and 100 Hz,
respectively, and then aggregated the measured
loss rates to compare with SNMP data.

We evaluated the degree of agreement between
the probe- and router-based measurements by
comparing the correlation coefficients for the loss-

rate time series on each end-to-end path. The
results showed little correlation between probe-
and router-based data sets. Next, we compared dis-
tributional characteristics of loss measurements for
different loss properties, including lengths of loss-
free periods, loss rates during lossy periods, and
loss constancy (periods without a trend in loss
rate).1 In each case, we found a low level of agree-
ment between the distributions, so we concluded
that probe- and router-based loss measures can
give quite different perspectives.

There are several feasible explanations for the
lack of agreement between the data sets, one pos-
sibility being that artifacts in our measurements,
such as interface loss, bias the results. (We attrib-
uted loss measured by active probes to host inter-
faces when we didn’t observe simultaneous loss in
the SNMP data.) We found these losses to be rela-
tively rare, and censoring them from the data did-
n’t improve the correlation between data sets. The
most plausible explanation for the overall lack of
correlation is that the sampling rates we used in
probe-based measurements were too coarse to let
us accurately measure typical loss episodes.
Although we used three different probe rates, cor-
relation didn’t significantly improve with faster
probe rates: the overall SNMP loss-rate measure-
ments were extremely low and would have required
sampling for very long periods of time before close
correlations could have been established.

Statistical Issues 
in Probe-Based Measurements
A standard statistical technique for getting an
unbiased estimate of a random process’s average
state is to sample at exponentially distributed
intervals. An extension of this approach led to the
well-known Poisson Arrivals See Time Averages
(PASTA) theorem,2 which states that exponential-
ly distributed arrivals at a queue will “see” the sys-
tem’s average state. Because this theorem express-
es an asymptotic result, it must be considered
carefully in practice.

Let Xt be a binary process with states describ-
ing whether a packet is lost due to congestion (1)
or not (0). We are interested in estimating loss rate
p as the probability of loss due to congestion, that
is, p = Pr(Xt = 1). Sampling n times at Poisson
intervals, we get , the average of the n samples;
thus, the expected value E( ) = Pr(Xt = 1) = p. As
the number of samples n →  ∞, → p, but note
that this estimate might have a very large variance
— namely, Var( ) ≈ p/n. For the standard devia-Xn

Xn

Xn

Xn

IEEE INTERNET COMPUTING www.computer.org/internet/ SEPTEMBER • OCTOBER 2004 3

Probe- and Router-Based Packet Loss



tion to be approximately 0.1 p, we need n ≈ 10/p;
for average loss rates on the order of 10–4, we
therefore need n ≈ 105 samples.

This simple analysis has several important
implications. For loss rates of 10–7 (not uncommon
in a highly engineered network such as Internet2),
we must send probes for nearly two weeks to get
an accurate projection of loss rates, even if we use
a relatively fast probe rate of 100 Hz. Furthermore,
if we simply decide to increase our probe rate to
reduce the time required, we’re inevitably forced
to make trade-offs because of increasing band-
width consumption from probe traffic and the
potential for skewing the loss measurements.

Data Collection
We collected our wide-area measurement data in
the Internet2/Abilene backbone, which researchers
frequently use in network measurement and char-
acterization projects. We sent active probes across
a full mesh of end hosts directly connected to the
routers; we then sent SNMP queries every 30 sec-
onds to collect packet count and loss data from
router interfaces (we selected this period as a com-
promise between increased load on routers and suf-
ficiently detailed data). The SNMP measurements
included packet drops due to full queues, packet
corruption, and interface errors. In total, we took

probe-based measurements on 56 distinct paths
and router-based measurements from 30 router
interfaces. Further details on the measurement
infrastructure and methods appear elsewhere.3

We collected our active measurement data by
using the zing utility.4 We sent 256-byte UDP
probes at exponentially distributed intervals with
means of 100 ms, 50 ms, and 10 ms (for 10 Hz, 20
Hz, and 100 Hz probes, respectively). The literature
does not treat the problem of probe-size choice for
loss measurements, so we selected our probe size
to be consistent with another study1 and to ensure
modest bandwidth consumption. Because Cisco
GSR 12000 series routers in Internet2 use buffer
carving (to queue by packets, not bytes),5 probe-
packet size had no impact on loss measurements
for the buffer configurations on all routers during
our tests. In our analysis, we called these “zing
traces.” In parallel with the zing probes, we sent
256-byte UDP probes with uniform spacing, the
methodology of which is essentially the same as
the ping tool (although in our case, probe packets
flow in only one direction). We sent probes con-
tinuously over each data-collection period, with
each type of probe following the same forwarding
path as normal packet traffic through the routers.
To compare zing/ping traces with the SNMP data,
we aggregated the probe traces in 30-second inter-
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Related Work in Packet-Loss Behavior

Many researchers have studied packet-
loss behavior over the Internet.

Bolot1 and Paxson2 used active probe mea-
surements to establish much of the base-
line for understanding packet-loss charac-
teristics in wide-area networks, including
correlation structures on fine time scales
and typical loss rates.Another probe-based
method for measuring packet loss is to use
tomography (coordinated end-to-end mea-
surements to infer link-level loss rates).3,4

Yajnik and colleagues evaluated correlation
structure on longer time scales and devel-
oped Markov models for temporal depen-
dence structures.5 Zhang and colleagues
assessed three different aspects of con-
stancy in loss rates based on active probing
in Internet2,6 The future promises interest-
ing results from several ongoing passive and
active measurement projects (see http://
moat.nlanr.net/AMP for a look at the

National Laboratory for Applied Network
Research’s recent work with the Active
Measurement Program).7,8While data from
those projects will provide an important
empirical perspective on packet-loss behav-
ior, results from this article suggest that
data from active measurements be consid-
ered carefully.
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vals, which made our analysis more conservative
when reporting loss events. Even if these events
were measured both by SNMP and an active probe
in the same interval, the active probe appeared to
detect the congestion-loss event.

We also took traceroute measurements
across the full mesh of end hosts every 10 minutes
to determine the sets of router interfaces encoun-
tered along each end-to-end path. We used the
physical interface layout information (openly
available from the Abilene network operations
center, www.abilene.iu.edu) to complete path
details; we found the routes to be extremely stable
during the course of our study.

We collected data over three periods: 24 April
2002 to 8 May 2002 (10-Hz probes), 24 July 2002
to 31 July 2002 (20-Hz probes), and 8 August 2002
to 9 August 2002 (100-Hz probes). Due to the
immense amount of data generated from the 100-
Hz measurements, we collected that data for just
two days. Link utilizations over our study period
averaged 12 percent, 8 percent, and 7 percent, with
standard deviations of 11 percent, 5 percent, and 4
percent for each measurement period, respectively.

Using the router-based measurements, we cal-
culated the loss rates for paths with multiple hops
using union-of-loss probabilities, which means
taking the product of loss rates at each hop.
Specifically, we calculated loss-rate L for a multi-
hop path p of length n interfaces for a given 30-
second period as Lp = 1 – ∏n

i=1 (1 – li/ti), where li
is the sum of packets lost during a 30-second peri-
od at interface i, and ti is the sum of packets trans-
mitted and packets lost at the same interface dur-
ing the same period.

This calculation assumes independence-of-loss
events (meaning loss events unrelated) at each hop
in the path. We feel this is reasonable in highly
engineered networks; it’s unlikely that a single
flow or even a small group of flows can cause cor-
related congestion losses at two points on a path.
We calculated correlation coefficients for both loss
periods and loss rates on all multihop paths, and
found all coefficients very tightly bunched around
zero. Although this result doesn’t prove indepen-
dence, it’s consistent with our assumption of it.

Laboratory Evaluation
of SNMP Loss Counters 
To effectively compare probe- and router-based
packet-loss measurements, we experimentally eval-
uated the packet-loss counters on the Cisco GSR
router. We used a Spirent AX4000 to generate traf-

fic on an OC-12 interface, which terminated at a
Cisco GSR; this traffic was then routed back to the
AX4000 over an OC-3, forming the bottleneck over
which packet loss was generated. In each direction,
we used optical splitters to Endace DAG3.5 capture
cards (the same cards used in SprintLab’s IPMON
environment6), which have precise packet-mea-
surement capabilities. By tuning the packet-emis-
sion parameters at the AX4000, we generated vary-
ing degrees of packet loss at the router.

Our three experiments, each of which lasted for
more than two hours, consisted of loss regimes cre-
ated with the AX4000 to generate approximately
0.1 percent, 0.01 percent, and 0.001 percent packet
loss, respectively. We uniformly used 256-byte
packets and generated packet bursts of varying
sizes such that the combination of the average
inter-burst time and the average burst length cre-
ated the desired loss rate. The correlation coeffi-
cients between SNMP and DAG traces were 0.87,
0.94, and 0.96, thus demonstrating precision in the
SNMP loss measurements. Lower correlation at
higher loss rates is primarily an artifact of edge
conditions due to the 30-second sampling interval.

Loss-Rate Comparison
We compared results for all loss measures (SNMP,
zing, and ping, at 20 Hz) along an arbitrarily
chosen canonical path (from Indianapolis, Indiana,
to Los Angeles, California) representative of many
paths in our study. A detailed description of all our
loss measurements appears elsewhere.3

We quantified the degree of distributional
agreement between zing/ping and router coun-
ters using the χ2 goodness-of-fit test parameter-
ized to conservatively favor finding agreement
between two distributions. χ2 is a parametric good-
ness-of-fit hypothesis test that is extremely robust
to underlying distributional characteristics.
Although we could use other comparison methods,
our objective was to make a straightforward quan-
titative assessment.

Loss-Rate Time Series
Figure 1a (next page) shows time-series graphs of
loss measurements for the canonical path. Clearly,
active probes largely overestimate loss rate com-
pared to router interfaces, but it’s important to
note the lower bound of the probe-measured rate
when we group measurements into sample inter-
vals for time-series analysis (in which the lower
bound is defined as measuring a single loss event
within a specified time interval). This bound is a
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function of the considered probe rate and the time
interval. With a mean probe rate of 20 Hz, we sent
an average of 600 packets per 30-second sample
interval, which set the effective lower bound on
loss at a rate of 0.15 percent. However, the effec-
tive lower bound for SNMP was much lower.
Assuming an average packet size of 300 bytes, the
minimum loss rate over a 30-second period for an
OC-48 (2.4 ×109 bps) is roughly 3.0 ×  10–8. We
noted minimum SNMP-measured loss rates on the
order of 10–9, which is consistent with the average
packet sizes computed with other MIB variables.

To estimate the effect of transmission loss due
to network interface drops, we compared our raw
data with a filtered set. We created this set from
raw data by retaining all SNMP measurements and
removing any losses reported by zing/ping that
SNMP didn’t report during each 30-second sample
interval. Figure 1b shows the filtered results of the
same path. Although congestion loss could have

occurred at the router measured by the active
probe instead of the router counters, we didn’t
consider this to be a significant possibility based
on our previous experiments. From filtered data,
we see that probes appear to miss many of the loss
events the router recorded. Rows 1 and 2 in Table
1 further quantify the effects of transmission loss
due to host interface drops. Although the overall
loss rate was low for both raw and filtered data
sets, the filtered data’s loss rate was often an order
of magnitude lower — occasionally even zero. This
highlights the shortcomings of active probing for
loss even if host interface drops could be com-
pletely avoided.

Next, we calculated the time-series correlation
coefficients for each path between router-based
measures and each of the probe traces. Correlation
coefficients were very low for both the raw and fil-
tered traces: more than 50 percent of paths had
zero correlation.

Loss-Free Periods
A loss-free period is defined as the number of con-
secutive 30-second sample intervals during which
no loss is measured. Evaluation of loss-free peri-
ods as measured by SNMP over all paths showed
a wide range of values; Figure 2 shows the cumu-
lative distributions of loss-free periods for each
measurement method along the canonical path.
Router-based measures clearly show loss events
more closely spaced in time than probe-based
measures. χ2 values rejected the fit hypothesis even
at the 1 percent acceptance level, indicating that
the probe-based marginal distributions (margin-
als) of loss-free periods are not good approxima-
tions of router-based marginals.

Loss Periods
We assessed the loss rates measured only during
the 30-second intervals over which we detected
packet loss, but we observed a wide range of
SNMP-measured loss rates over all paths. For the
canonical path, Figure 3 (next page) shows that
probes experienced vastly different loss rates
than router-based measures did. The lower bound
on the probe-measurable loss rate is obvious
from the curves; for this path, zing/ping mea-
sured similar loss rates. Results from χ2 tests
indicated that the probe-measured loss periods
reasonably fit the SNMP data. This good fit is
based on our conservative choice of χ2 parame-
ters and breaks down quickly when we use more
degrees of freedom.
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Figure 1. Loss rates.We compared loss rates on the Indianapolis,
Indiana, to Los Angeles, California, canonical path for a 20-Hz probe
rate. Simple Network Management Protocol (SNMP) measurements
were identical for both (a) raw and (b) filtered data sets, but the
filtered data contained only active probe events when we measured
a loss event at a router in the corresponding sample interval.
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Change-Free Periods
Finally, we compared measures of loss constancy.
A previous work defined a time series as “a series
of piece-wise steady regions delineated by change
points,”1 that is, periods without a statistically dis-
cernable trend in loss rate. Thus, the task of iden-
tifying change-free periods (CFPs) reduces to iden-
tifying change points. We used the bootstrapping
method to identify change points.1

CFP duration distributions for all paths using
router-based measures showed a wide range of
durations, including several paths for which con-
ditions didn’t change for days and several others
for which loss conditions changed with much
higher frequency. Figure 4 (next page) shows the
cumulative distributions of CFP duration for the
canonical path, indicating that zing and ping
both experienced high proportions of short dura-
tions of steady loss rates. Seen through the router
interfaces for this particular path, however, the loss
rate remained constant over the entire collection
period. χ2 statistics rejected the fit hypothesis even
at the 1 percent acceptance level, indicating that
probe-based CFP marginals are not good approxi-
mations for router-based CFP marginals.

Future Work
Our results highlight both the need for great care

in the use of active probes for loss characterization
and the potential for the use of router-based mea-
sures. Our results also suggest that prior published
results based on active probes require scrutiny in
their interpretation, and that future active probe
tools that sample network characteristics must be
designed with traffic variability in mind. Our next
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Table 1. Summary statistics for a canonical path
from Indianapolis, Indiana, to Los Angeles, California.

Data set 10 Hz 20 Hz 100 Hz
µ σ µ σ µ σ

Loss rate (raw) SNMP 4.1 × 10–8 2.4 × 10–6 4.2 × 10–10 2.9 × 10–8 5.2 × 10–10 2.4 × 10–9

ZING 5.9 × 10–5 3.5 × 10–3 2.8 × 10–5 6.7 × 10–4 9.9 × 10–6 1.2 × 10–4

PING 5.9 × 10–5 3.8 × 10–3 3.4 × 10–5 7.5 × 10–4 1.1 × 10–5 1.3 × 10–5

Loss rate (filtered) SNMP 4.1 × 10–8 2.4 × 10–6 4.2 × 10–10 2.9 × 10–8 5.2 × 10–10 2.4 × 10–9

ZING 0 0 8.2 × 10–7 1.2 × 10–4 0 0
PING 0 0 3.0 × 10–6 2.1 × 10–4 3.0 × 10–6 7.2 × 10–5

Loss-free periods (raw) SNMP 1.4 × 102 1.8 × 105 1.9 × 101 1.5 × 103 6.2 × 100 4.4 × 101

ZING 5.0 × 102 6.4 × 105 3.2 × 102 6.2 × 104 1.4 × 102 2.9 × 103

PING 4.6 × 102 6.5 × 105 2.6 × 102 4.8 × 104 1.5 × 102 5.0 × 103

Loss periods (raw) SNMP 3.6 × 10–3 3.4 × 10–3 1.6 × 10–8 6.7 × 10–14 7.6 × 10–9 1.4 × 10–16

ZING 2.8 × 10–2 5.3 × 10–3 9.0 × 10–3 6.5 × 10–5 1.4 × 10–3 2.0 × 10–7

PING 2.6 × 10–2 5.9 × 10–3 9.0 × 10–3 6.6 × 10–5 1.7 × 10–3 3.2 × 10–8

Change-free period (raw) SNMP 2.4 × 105 2.7 × 1011 1.2 × 106 0 8.6 × 104 0
ZING 1.2 × 106 0 2.4 × 103 3.1 × 107 1.2 × 103 4.6 × 106

PING 1.2 × 106 0 4.1 × 103 1.3 × 109 1.3 × 103 7.1 × 106

Number of change- SNMP 5 1 1
free periods (raw) ZING 1 511 75

PING 1 299 65

Figure 2. Loss-free periods on the canonical path. During the 20-Hz
probe period, the cumulative distributions of consecutive 30-second
sample intervals for all paths show that router-based measures
display loss events more closely spaced in time than probe-based
measures.Thus, router-based measures indicate loss events are
much more common.
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step will be to investigate new lightweight prob-
ing methods and tools that have the ability to
detect loss over shorter time frames.
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Figure 3. Loss rates during loss intervals on the canonical path.
During the 20-Hz probe period, the cumulative distributions of loss
rates for sample intervals for all paths using probe-based
measurements differ vastly. Router-based measures indicate loss
rates during loss intervals are much lower.
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Figure 4. Change-free periods on the canonical path. During the 20-
Hz probe period, the cumulative distributions of change-free periods
(CFPs) for all paths don’t match, indicating that probe-based CFP
marginals are not good approximations for router-based ones that
suggest much more steady loss rates.
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